LESSONS LEARNED FROM PILOTS

Lessons Learned – Army Project

· Cleaning up site records is important

· Cleaning up UDR feed is more important!

· Understanding DMLSS catalog update is crucial

· Site records have to be “ready” to receive good data

· Validated data must exist to feed site records

· Systems must “know” the difference between “valid” and “questionable” data.  And…be able to flag/update records accordingly

· Need changes to JMAR to be single source of data for data sync—both catalog data and usage data

· JMAR would be best place to “Cleanse and enhance” site data so “Cleansed data” could be used in both JMAR queries and data sync queries.

· Joint Working Group must establish priorities

· Priorities must be Communicated to Log Leadership

· Get priorities implemented in Wholesale and Retail systems

· Implementation of Common Mfg Name is a priority, at both the Wholesale & Retail level.

· Validation/correction of data at Wholesale and Retail level is critical.
· Establishing a Roadmap with milestones for priorities is a must.
· Focus on validating wholesale records first.  Highest $ volume items first – get validated data in UDR and DMLSS updates (next opportunity Nov 04)
· Study and implement temporary measures to ensure catalog updates don’t overwrite good site data with bad catalog data now
· Develop a plan to “ready” site records to receive validated data
· Enlist support for system changes to support JFDS Working Group priorities.  Includes major DMLSS changes (W & R) for building new catalog records and updating existing records
· The Data Sync process identifies packaging and pricing errors
· Product pricing problems will identify undercharges/overcharges that will have an impact on DoD losses/savings.  
· Data Sync process for PV (distributed) items is mature.  Process for manufacturer direct (non-distributed) items is in its infancy.

· Getting accurate data to the UDR feed for retail searches/record building is essential for the long term

Lessons Learned – Air Force Project

· Data sync results in a $50K to $150K product price reduction per peacetime site after first three rounds.  (Actual amount depends on MTF size and how much time has already been spent on manual research).  This confirms earlier Army pilot results.

· Readiness implications of data sync are “eye-opening”.  

· Much of what goes on in RMA can be enhanced by including site data (actual mfg name/part number combinations from stored assemblages) and then mapping to functional equivalents using Supplyline classification data.  

· Addition of PV distribution center data provides excellent visibility for WRM buyers.  

· Velocity data for assemblage designers guides them to items that have a high degree of “availability” in the commercial marketplace

Lesson Learned – Becton Dickinson (BD) Pilot—BD represents 8% of DoD’s Med-surg PV purchases

· DMLSS W & R needs additional data fields to record four levels of packaging data

· Approximately 2-3% (50) of BD DAPA records have hard packaging errors that could cause a problem in pricing/ordering.

· Over 30% (600) of BD DAPA records have missing “intermediate level of packaging Unit of Measure and quantity in Unit of Measure.  DAPA has CA of 1000 EA versus CA of 10 BX of 100 EA on about 30% of its BD records.

· Approximately 15% (300) of BD products in DAPA are obsolete
· Commercial GPOs have similar problems to DAPA in their BD packaging
· BD has changed all their internal systems packaging to “PK” at the intermediate level while they use “BX” on 80% of their products to DAPA and other GPOs.  Owens and Minor and Cardinal have both BX and PK on most items but 10% of BD items only have PK or BX.   

· As we implement the industry Product Data Utility (PDU), we need to be very clear on the industry packaging standards to assure manufacturer provided PDU packaging levels do not break ordering in the existing medical supply chain.

· At the request of BD we created a Health Product Data Source (HPDS).  We did a pilot interface with a “DMLSS like catalog”.    Two primary results;

· `Good learning experience for potential value of a NETCENTRIC catalog

· Great link to manufacturer web site.

· BD has 3 levels of great UPNs on all of their products.  They also have great height, weight and cube information.

· Piloted Oracle’s embedded “key word search”—very powerful.   Goal is to have BD provide a single long description field (from their web site) in the PDU feed.  This field would include all key words (generic, brand and colloquial), as well as packaging stream” and then integrate Oracle’s key word search in this new long description field.  

Lessons Learned top 30K Prime Vendor Item Project

· We can establish approximately 80% “electronic matches” to achieve 99% accurate packaging data.  It takes extremely hard work and many customized algorithms to achieve 80% matches.

· We have established 99% accurate packaging data on items that make up approximately 90% of PV sales dollars and 90% of PV individual requests.

· Packaging data (especially Unit of Measures) is inconsistently applied by manufacturer’s personnel in sending files to their customers (to include DSCP) as well as at Cardinal and Owens and Minor distributors.

· Prime Vendor Distribution Center data (Velocity code, 30 day usage and on hand quantity) will be extremely valuable to both peacetime and wartime medical activities and logistics Readiness planners.

· Owens and Minor and Cardinal Prime Vendors have very good packaging data—much better than DAPA.   

· Owens and Minor has no UPNs.  Cardinal has a limited number of UPNs.

· Owens and Minor cannot tell the manufacturer of a product that comes thru another distribution (Midwest Medical, Cardinal, etc.)

· DAPA has generally accurate packaging data but it is incomplete on numerous items

· Manufacturers names on products are constantly challenged.  Any master catalog solution must deal with frequent changes in manufacturer names.

