MINUTES of 14 June 2004

DMLSS Systems Architecture Strategy Meeting

Facilitator:  Roger Miller
  




Recorder:  Allan Arnette
Strategic Vision:  To provide gold standard data that is web-based net centric medical catalog that can feed all the downstream systems and provide information cross-ways and upwards to the DMLSS business intelligence warehouse.  

Introduction:  The DMLSS Systems Architecture Strategy Meeting met on 14 June 2004 at the Penn’s Landing Hyatt, located at Philadelphia, PA.   The agenda, presentations, and minutes to this meeting are available online at https://dmmonline.dscp.dla.mil/datasynchronization/datasync.asp.  A list of attendees is provided as enclosure 1.  Recommendations from this meeting are listed in Enclosure 2.  

Note:  Mr. Roger Miller advised attendees that these proceedings were being taped because of the technical complexity of the subject.  

The meeting was called by COL Buchwald and Col Erickson.  The purpose of this meeting was to clearly understand what the DMLSS retail and wholesale architecture structure is and will be; how data sync fits in that architecture; look at how to use existing tools; and determine what is needed to avoid redundancies.  The attendees’ focus was on developing a united DMLSS front for the processes the corporation will use for data synchronization.  This meeting is the precursor to getting together with all the military services at a date yet to be determined and describing what the single unified DMLSS approach is going to be to data synchronization.  

Opening Remarks:  Col Buchwald opened the meeting at 0830 by welcoming everyone.  He said this meeting is important in helping to develop a common understanding of where we, as a DMLSS community, need to go in the future.  He continued by saying it’s critical that we speak to the Services with one voice.  He also said we need to determine how our current data synchronization projects will integrate with current and future systems and determine what our DoD customers are buying and paying on medsurg items.  At the end of the day, we need to have a roadmap of where we are going.  Col Erickson told the attendees the purpose of today’s meeting was to clearly understand what the retail and wholesale architecture structure is, how data sync fits in that architecture, look at how to use existing tools and what we need to do to avoid redundancies.  At the end of the day we should have a good idea of what the To-Be model is going to be for architecture and how we intend to get there.  

Facilitator’s Opening Remarks:   Mr. Roger Miller introduced himself as the facilitator for the meeting, after which attendees introduced themselves and their roles within the DMLSS program.  Mr. Miller then provided the background to set the context for the purpose of the meeting and provided the rules of engagement.  He explained that, as a national leader in the management of healthcare products data, DSCP has the responsibility of having to constantly plow new ground, constantly invest that tremendous amount of commitment and understanding of the technical issues impacting the enterprise.  One of today’s purposes is to craft a technical solution or try to weave a technical compromise that allows the DMLSS community to maintain that leadership role.  He stressed that data synchronization is not one thing that everybody can point to and agree that that is data synchronization.  It means many things to many people.    He continued by telling the group the expectations of the meeting:  (1) to work collectively to develop a common understanding of what data synchronization is, (2) determine why data synchronization is needed, at which points in the supply chain, and what its use is, (3) determine how to do data synchronization, (4)  understand what data synchronization is today and grow towards an understanding of what it should be tomorrow, with the understanding that it is going to involve many pieces, many data elements, and many different approaches at different points in the supply chain, (5) determine the impact of data sync on legacy systems we have today and more importantly on the systems we hope to develop, hope to operate in the future.  

What we have today is that when we, at any one level or any one node in the supply chain try to identify a health care product, it simply can not be done uniformly and consistently from node to node to node, between our MTFs, our deployable facilities, our Prime Vendors, our manufacturers, and our wholesale providers.  And at any of those nodes in the supply chain the identification and maybe the healthcare product data is not uniform and consistent.  The product number, the product attributes or descriptors can change from node to node.  We can be pointing at the same product but using different terms to define it.  We can be pointing at different products but using the same terms to define them.  And that’s what data synchronization is all about.  We have to find a uniform consistent consensus way of defining each thing as its self and not as anything else.  

As-Is Systems Schematic/Architecture:  First to give a formal presentation was Diane Kincaid, Deputy and currently acting Chief for Joint Medical Logistics Functional Development Center (JMLFDC).  Ms. Kincaid works the architecture issues and systems engineering, being the go between the subject matter experts that develop the operational picture and the technical experts that develop the solutions to the operational visions.  She discussed the DOD architecture uses, stressing that architecture products are the blueprints used to communicate interoperability, integration, and investment concerns.  Using a structured, architecture, model-based approach will help DMLSS align strategic investments with strategic goals, without duplicating data synchronization efforts.  She provided the DoD Architecture framework, explaining that DoD has a very structured approach for designing systems, going through the acquisition management process and fielding those systems throughout their lifecycle.   The architecture framework has three (3) architect views.  The focus today is on the Operational View which identifies what the system does, where you are getting the information from, and what do you need to do to do your business.   Some of the DoD architecture products already developed in DMLSS was shown; however more needs to be done.  All of the architecture slides shown in the presentation are As-Is views.  .Many of the joint medical logistics enterprise models shown fall within two domains:  Human Resource’s domain for the Defense Health Program for the MHS, and the Logistics domain, with DLA, because they have a different reporting chain.  The architecture must be consistent, no matter which domain we are talking to so that we’re going with one voice, that’s consistent with the architecture of the MHS systems and the Log domain in DLA.  Although not a formal domain, the group was reminded that they need to be aware of a third domain, the industry, suppliers, manufactures, and distributors, which have critical interfaces/touch points that need to be tied from the interface control documents to the architecture.  Changes to architecture slides were suggested and are as follows:

· Reference Slide 9 of the presentation, ECAT stands alone and so there should not be an arrow pointing from DMS to ECAT.  This is a critical point because ECAT represents a great mass of data that represents $1.5 M in funds, that isn’t integrated anywhere and needs to be. 

· Ref Slide 8, the only place that the arrow goes out from MECA that does not come back in to MECA is Readiness Management Application (RMA).  There are a huge number of catalog master records in RMA that support an enormous mission that may not be in that master middle section (MECA).  The arrow goes out versus coming in, showing that we really don’t have one captured master database of records.  

DMLSS – Wholesale, Business at the Speed of Thought:  LTC Stephen Downs, Program Manager for DMLSS-W, gave a management overview, after which Maria Zmurkewycz discussed the DMLSS-W Technical Architectural Overview.  LTC Downs told attendees the DMLSS-W view for the next 3 years is focused on:
· Conducting a SAP product evaluation and formulating a SAP training program.  He’s actively recruiting people with a strong experience and/or background in SAP product to better prepare for the DLA implementation of Business Systems Modernization (BSM), a SAP based product.  

· Establishing a Center for the Study of Healthcare Supply Chain Management – We are in the process of defining a relationship with an academic institution to help with our Research & Development work.  More specifically, to create a sand box where we can look at what commercial practices we might want to incorporate into our systems.  

· Working towards a commercial Product Data Utility (PDU), however is looking for an interim solution in the process.  Concerned with how long will it take until we can actually incorporate the PDU into our medical catalog?  Looking at industry (McKesson, Cardinal, etc.) for possible interim solutions to improve the quality of our catalog.    COL Buchwald affirmed that the clear strategic goal of having a PDU in the pilot program.  He warned the group to be very careful as you explore the market place to ensure that folks don’t see us putting our strengths and approvals on Cardinal or McKesson or anyone because those are big players in the healthcare market place and that could turn off other big players out there. Kathleen Garvin pointed out that there should only be one PDU.  The product data utility should be one solution in industry.  

LTC Downs also presented DMLSS-W’s strategic vision which needs to be staffed with the DMLSS-PM.  Highlighting an important meeting he had with the Chief, Emergency Room (ER), 28th Combat Support Hospital, in Iraq during which they discussed the medical supply problems the ER physician encountered, LTC Downs asked the group to consider a new vision, setting up and managing a system to manage inventory from CONUS, which would eliminate a couple of steps out of the acquisition process. 

He also discussed current systems work that was being performed.  COL Erickson cautioned the group on MEDLIFE, ERP, and SAP, and the need to better define what is meant.  The other is the definition of Net Centric UDR, and what that approach is going to be.  Some of the definitions discussed include:

· MEDLIFE is an integration of many applications so that there’s not duplication of data across multiple applications, bringing all seven, in a synchronization manner in MEDLIFE.  

· ERP is the convergence of business operations into a single application.  The BSM is an ERP.  The Army’s USAMMA has an ERP termed solution that DMLSS-W is looking at.  The Army, as a service, is developing their own ERP.  

COL Buchwald told the group he viewed MEDLIFE as the foundation of an ERP, and we (DSCP) is going to be integrating it although separately, stovepipes of data that we have to support from separate applications in the wholesale system.  

COL Erickson said we need to define our business process and where we want to go before we reach a solution set, and, this is getting into the fundamentals of whether we have the information technology that supports our business processes or do we buy it and force our business processes to be molded by the solutions we purchase.  

COL Erickson asked for the definition of net-centric UDR, and several other questions pertaining to it, including, where are we going with the UDR, what is its functionality today, where will it be in the To-Be model and what should it look like?  LTC Downs responded by explaining that eight months ago DSCP got word they had a grant on Net Centric UDR, but when that money was withdrawn, DSCP was successful in getting the dollars from DLA R&D.  Currently waiting to discuss this with DLA.  This may be a possible duplication of effort.

DMLSS-W Technology & Architectural Overview:  Following LTC Downs’ presentation, Ms. Maria Zmurkewycz. Projector Integrator for DMLSS-W discussed the DMLSS-W technology and architectural overview.  She discussed DMLSS-W today, telling the group that although DMLSS-W has various powerful applications and tools, they are not working together, and they’re not fully integrated with retail applications either.  Using USAMMCE as an example, she explained how customers are building their own local catalogs, creating more problems than solutions.  USAMMCE is adding letters to NDCs, adding/changing the way DSCP is used to seeing a commercial identifier.  If  they are unable to know what is bought because they can’t identify the item, they won’t know what’s on contract.  Possible solutions were discussed included imposing discipline on customers by mapping local identifiers to a standard identification; however, no decisions were made.  Additional DMLSS-W needs discussed include:

· Re-engineering for SAP-BSM.  

· Passing  all of the equivalency data down to retail.  

· Reducing the number of catalogs, currently 3, ECAT, UDR, and All Commercial Items.  

· Need to avoid creating islands of data, multiple catalogs, all over the world, by finding a solution that brings in those islands of data and integrates them.

· Need to stay away from system discussions and focus on functional processes.  Nearly all of DMLSS today, at the wholesale and retail level, are GOTS products, which are now being migrated from Informix to Oracle, reflecting an enormous investment.  

COL Buchwald told the group it’s important that we, as a business, focus on cleansing tools, making sure we have good data.  We need one kind of cleansing process that’s under government’s control.  He also said he expects control of the medical catalog to remain at DSCP.  There’s no intention to migrate the medical catalog and hand it over to BSM managers outside of wholesale.

Ms. Zmurkewycz said that during the next three years, we see ourselves expanding with a single central catalog, rolling ECAT and other commercial data together, integrating with DLIS so that we have visibility over all the NSNs that are readiness drivers in our contracts, and that we are tied to BSM/SAP.   A schematic on what the DMLSS-W envisions the “To-Be” would look like was presented, discussed, and the following revisions were recommended:

· Show only one industry Healthcare Product Data Utility (HPDU), and it should be reflected on the top of the schematic. 

· Relocate the PDU Data Cleansing & Synchronization Processes to either above the MEDLIFE data hub or within it and rename it, depending on where you relocate it to.  This change should reflect that the cleansing is being performed prior to coming in to MEDLIFE, or at least before being placed in the master catalog.

·  Rename Medical ERP (SAP) to read MEDLIFE.

LTC Downs then summarized the presentation by providing the following recommendations:

· DMLSS-W continues to be the medical catalog for DoD Medical.

· Enforce discipline in identification of Commercial Products & Sources of Supply at the retail level

· Identify data synchronization system improvement requirements for Medsurg PV Gen III contract.  Contract input is needed by the end of Sept 04 to be incorporated in Statement of Work (SOW).

· Business Intelligence HUB is at DSCP, meaning DSCP is providing a lot of business intelligence capabilities with the aggregated data it has (CDMIA and RMA), and should continue to make it readily available to the whole medical community.

Data Synchronization – DMLSS-R Short/Long Term Initiatives:  The next briefer to present was Bobby Cole, from Joint Medical Logistics Functional Development Center.  His presentation covered DMLSS-R’s short and long term initiatives.  The following key points were discussed:
· Fielded Release 123 to 93 sites. The fielding of the Navy and Air Force sites, will be completed before the end of the calendar year, leaving only Army retail sites to field. 

· Currently migrating the DMLSS retail system from Informix baseline to an Oracle baseline.  

· Migrating from MILSTRIP to EDI.  Two phases.  Phase I rolls out in Nov 04.  Second phase will be the middle to end of next year.  DASSC will continue to provide support to legacy systems (SAMS, TAMMIS).  Transactions sent by TAMMIS, will go to DASSC.  Once those transactions hit DASSC, they will get converted if they’re coming to SAMMS to MILSTRIP, and they will come to DSCP as MILSTRIP.  When transactions come back to go to the retail system, they will go through SAMMS and get converted to EDI transactions.  Once all systems are on EDI, the middleware piece will go away.

During next year, DMLSS-R expects to complete the following:

· Migration from Unix to Windows is for all the DMLSS retail servers.  In August, JMLFDC will deploy software to Alpha sites and test it.  After Alpha testing, they will go to a medium sized site to try to retrofit an Informix server to Oracle.  Based on how that does, JMLFDC consider migrating all of the MTFs from Informix baseline to the Oracle baseline.  

· Completing the EC/EDI conversion.

· Build 124 is scheduled for November.  Work to be completed during for that release includes:  

· FM QA/QC (Facility Management/Quality Assurance/Quality Control).  

· Finish Pharmacy 832 EC/EDI transaction sets (includes developing an EDI catalog feed from the pharmacy and medsurg community for items not on DAPA that are on regional contracts that the customers don’t have visibility of today).

· Change the New Item Request functionality and Customer Support module (including the web) to enable customers outside the MTFs to request items more efficiently.  

· Implement Common Manufacturer (CMN).  Make the CMN field a drop down field that enables the users to select from a common manufacturer table instead of current procedures where they can just type any name they felt desirable.  

· Build 125.  Two builds (Oracle and Informix).  Projected last build under Informix.  Work to be completed during for that release includes:


     - A placeholder to support Gen III (Medsurg PV) contract.  


     - Build a report with indicators that identify items standardized by the regional standardization teams and enables users to know whether they’re buying the standardized item or purchasing or attempt to purchasing a non-standardized item.


     - Add an indicator that identifies mandatory contract pharmacy items. 

During the next three years, DMLSS-R has identified the following requirements:

· Add a One-to-Many capability (One item ID to many units of purchase) which will give the capability add multiple pack codes

· Add a feature to enable DMLSS to support multiple appropriations, grant money, congressional funded money, R&D money, other appropriations annually and funds.  Right now, we’re only supporting O&M funds and the stock funds and the OP funds.

· Rewrite the Facility Management module as we migrate to Oracle.

· Write a System Change Request to support the BSM rollout (may include shifting from summary transactions to detail transactions).   

· Re-look the retail catalog structure to identify possible ways to optimize the Oracle baseline.  (Includes denormalizing the catalog and reducing some of the catalog tables (relocating them back in the main table and indexing those tables to give the users the search capability in the catalog similar to Yahoo.)  

· Start retrofitting Informix sites to the Oracle software.

· Three SCRs support Data Sync Requirements (in Build 124).  Issues/concerns are:

·  How we identify locally assigned manufacturers the user sends to you; how are we going to send back to somebody to synchronize? 

·  How do you deal with ECRI for the spare parts from manufacturers, how can you include those in the common manufacturer tables or do are we going to exclude those so we know in retail when we start building our common manufacturer’s logic how we handle those.  

· All that information on NSNs, make sure we have that rolled in so that all data we’re getting down stream has common manufacturer on it and populate that into any catalog that we have in the retail system.  

· Assembly Management data JMLFDC gets at the retail level.  Each service has their own interface which allows them to pull assembly information directly from their assembly operations into the retail system.  When pulling that information into retail, it brings along with it catalog information that fills catalog records if they don’t exist.  We want that information included in the synchronization process and so we don’t have a hole filling information that hasn’t been synchronized

Col Erickson said the DMLSS long term vision (in the out years POM cycle) for the retail is to go to more regional servers and databases, and ultimately, to a Net-Centric environment for the entire retail system, not to be islands of client server configuration.  Funding currently does not allow DMLSS to start sooner than FY09 even though the desire is to make every effort to begin that process in FY 06.

Joint Medical Asset Repository (JMAR):  CPT Lattimore, Project Manager for JMAR gave a presentation on JMAR.  He said that today JMAR contains several million records of joint medical logistics and blood data.  The challenge has been how the data is sliced and diced so that it becomes more useful to our customers.    These records come from more than 2086 units who report to JMAR (includes MTFs, AM sites and DBSS facilities, and smaller sites also).  The data being reported is owned by the feeder, so whatever agency is feeding the information or reporting the information to JMAR still has ownership for that data.  

For the next 12 months, the JMAR architecture will remain relatively unchanged because a firm architecture for the data warehouse has not yet been decided.  However, four releases are planned for the next 12 months (June, September, December, March) which will entail significant changes in how JMAR data is displayed, making it more usable.  Currently JMAR assisting the Services with helping them define their requirements from an enterprise standpoint, in preparation for the September release.  The following enhancements are expected:

· New functionality.

· Larger selection of canned reports.  Reports today are limited.

· Presentation layer on the web will incorporate Flash technology and enhanced navigation.

· Improve security. with role-based security and data segregation.  Show users only the information that relates to their role.  

Also, JMAR is migrating the operational data store (ODS) which JMAR currently is right now to a data warehouse (DW). Preliminary architecture design is final, however, it is one that that incorporates as much functionality as currently in today’s IT environment.  JMAR will settle on a definitive architecture within the next three months so the migration from an ODS to a DW can start.  As the architecture changes, the operational and systems architectures will be updated with all the JMAR interfaces into the DoD architecture framework.  

For the future, JMAR will be providing predictive logistics by implementing Dashboard metrics.  JMAR is currently in a Small Business Innovative Research (SBIR) project with Premise Corporation, to build functionality within JMAR using dashboard technology to enable the user to look at key logistics metrics in a graphical format, drill down on and see what’s behind it.  They also plan to introduce a Integration of Geographical Information System (GIS) map, which will allow data points to be plotted on a map.  CPT Lattimore previewed several examples of JMAR’s phase I proof-of-concept for the dashboard initiative.  

JMAR is also working on two special projects.  The first is a single sign-on, which will use “pass through” technology to enable the user to log in as a DSCP user, and then move to the JMAR site without having to close an application and open another application to see what is in the JMAR site.   The second project is the completion of the interoperability testing with Theater Medical Information Program (TMIP) for AM-SA (Assembly Management-Stand Alone) data, and DBSS (Defense Blood Standard System).  

COL Erickson expressed concerns over the services not defining what metrics and performance indicators they want to use and the need for leadership in the medical logistics arena to really commit to this technology.  Lt Col Tillock added the need to define what we want at this point so that we can get the appropriate data feeds and definitions of how we are going to define fill rate in the future, especially if we can accept back orders, etc for the upcoming PV Gen III contract. 

Lt Col Darling told the group the JTAV is what JMAR is looking to as doctrine.  JMAR contains a multitude of data that all of our customers use, and that in the future, JMAR will be the overarching body that will provide all data.  And wherever the linkages come from is where the keys are.  There is a difference in opinion as to who owns what data, and who’s doing what, but regardless of who owns the data, there should be one source that people go to.  

Proposed To-Be Schematic/Architecture:  Before discussing the Proposed To-Be Architecture, John Clarke, SAIC Program Manager, gave a presentation on the DoD data synchronization program.  He explained the data sync problems being encountered at both the DMLSS wholesale and retail level.  He then gave a quick synopsis of the DoD Pilot with Becton Dickison (BD).  He reviewed the key data disconnects encountered in the BD pilot, including obsolete items in the DoD DAPA contract file, hard errors and missing pack unit of measure in DAPA, BD errors in DAPA, and incomplete packaging information.  He also discussed the Killer Application, a tool built at the request of BD, as an incentive to help get manufacturers involved in the pilot.  The Killer Application, when implemented, would allow users at the retail site to connect from within DMLSS-R to a manufacturer’s web site without going out of the DMLSS application, eliminating the need to pass URLs downstream.

As a result of the BD pilot, SAIC was able to acquire 5000 BD items with good gold catalog data.  Additionally, SAIC also has 37,000 prime vendor items that came from previous DSCP data sync initiatives, which has very accurate packaging and product data. SAIC maintains this data by getting a master file every month from O&M and Cardinal, performing a matching process, and then matching it against what results were in the previous months to highlight any changes.

Mr. Clarke also briefed the attendees on the Army Data Sync project, which has been going on since Sept 02.  The project consisted of two sites, Brook Army Medical Center and Dwight David Eisenhower Medical Center, and is being conducted in three phases.  Currently, SAIC has completed phase II, which is the point where a web based application, called AVS (Audit Value Sourcing) has been built.  The AVS contains dashboard metrics that deal with data synchronization.  The AVS is built by PRIMUS, who is also JMAR’s dashboard subcontractor, which ensures consistency for dashboard metrics as this move forward.   The web site is currently managed by Comergent.  The AVS has been demonstrated at the Federal Data Sync meeting and briefed to the Air Force people. The Air Force would like to see this move across the corporation.  The Army has made the decision to move forward across the corporation.  

The Air Force recently completed a pilot involving Nellis AFB and Lackland AFB for peacetime and KellyUSA and AFMLO for readiness.  The pilot started in Sep 03 and concluded in June 04.  

SAIC was able to identify an estimated $400K using an excel spreadsheet for their recommendations, on an investment of $130,000.  

Following Mr. Clarke’s briefing on the pilots, there was some discussion on what the pilots mean to the group.  COL Erickson told the group that the pilots produced lots of lessons learned that we need to determine how we can best institutionalize what our customers want us to have the capability to perform.  We also need to determine the best methodology for integrating the products into our current business practices.

After discussing the pilots, Mr. Clarke presented the As-Is model and the To-Be models. The As-Is model was discussed first.   Key points that came from the discussion of the models are:

· As a result of the pilots, we have approximately 37,000 accurate records that we need to determine how to move downstream to be able to be used by customers?  If we’re going to take this data and use it so that it makes things better downstream, then we need to determine how to get it into MECA and how we tag those records that are right.

· DSCP would migrate the cleansing efforts of Comergent.  The algorithms and the processes that SAIC has worked, over time, need to be migrated into the DMLSS wholesale processes.

· DMLSS-W needs to develop an expertise “in-house” to produce the error reports created in the BD pilot and provide to the DAPA team, as opposed to having come from an “outside” source.  

The To-Be models were presented as three phases.  Key points that came from the discussion of the To-Be Phase I models are as follows:

· Eventually, DSCP is going to have to overlay DAPAs records with FSS data, which are not clean. The VA captures contract data, they don’t capture DAPA data; most of their contracts are with distributors, not with manufacturers; and they don’t capture any high, low, or intermediate packaging levels.  Under the current contract, the VA is attempting to take DSCP’s Cardinal Supplyline licensed file, and match it against their contracts to find commonality, and whatever packaging level is on the Supplyline file, that’s what they’ll feed DSCP.  Initially they had a 20% match.  But, they are going to rework the file and see if they can improve the match.  We’re still looking at test data for the VA to see what their data looks like.  

· The DAPA team does have a cleansing process developed to take the VA data once it comes into the DAPA, which involves taking that data and looking at matching it up with DAPAs in the DAPA database.    

· VA has asked to have the common item file given to the VA so they can attempt to clean up their data before they feed it to DSCP-MRI.  VA has the requirement to feed it to DSCP-MRI in a mandated format.    

· The time line of the phases was discussed.  Phase I could last a year, or two years, depending on the approach taken.  It’s possible to migrate parts of phase I during phase II, which could extend the timing of the phase, but still have measured progress.  

· There was discussion on MECA and what it is or isn’t.  The architecture should express what should be available, not necessarily where it should reside.  If MECA has access to what it needs for its function, where it resides should not matter.

Due to time constraints, the To-Be Phase 2 model was not discussed.  It was felt that the events occurring between To-Be Phase I and the To-Be Phase III would be determined later, during follow-on meetings.  John Clarke then presented the To-Be Phase III.  The schematic he presented outlines the flow process of data.  He explained that the medical surgical items initially come in from the industry healthcare product data utility (HPDU).  That data would go into a DoD data hub that would include data from manufacturers, but this would not be complete from every manufacturer.  The data would be supplemented with other items that are out there by checking Owens and Minor and Cardinal. We have the DoD data hub, First Data Bank, other suppliers, and Supplyline.  We also have VA Federal Supply Schedules, not shown on the schematic, which could be considered another medical supplier.  The data then flows into MEDLIFE.  

MEDLIFE is a composite of all DSCP wholesale systems, a combination of the DAPA Management System, MECA, CDMIA RMA, and CAA.  It currently includes everything except for ECAT and whatever BSM looks like.  Some of the references to CDMIA may be to BSM in the future. At the MEDLIFE stage, we may actually be pulling in BSM data.  So its possible that BSM data could be pulled from two different places.  The charts need to be updated to reflect this possibility.  In the BSM future the prime vendors will probably not need to provide DSCP with consumption data, that all the line ordering will be in BSM.  That chart was then redrawn and agreed upon.

 MEDLIFE will be the basis of whatever DSCP ends up with as the Net Centric Medical Catalog.  Exactly what its functions will be is uncertain, and needs to be defined.  

The processes within MEDLIFE  are where the data cleansing function and the normalization process reside, which is, in essence, the data hub.  Any common business processes should be housed in MEDLIFE.  They’re across all applications.  The data Hub is going to include data from two prime vendors, Supplyline ( when they get their packaging data and other data matter), possibly GHX data, and other catalog data that are not in the HPDU that are going to create a master catalog that’s very similar to FDB that becomes the authoritative data.  Then all the processes will take this authoritative data and compare it against everything else to be incorporated in to all the applications.  So it would be very similar to the way that we use FDB.  The result would be an authoritative source for 60 or 70 percent of the medsurg records.  The other 30% that we’re buying, we want to have the creation of an authoritative source outside of the industry PDU, so that we end up with one authoritative source for medsurg data. How we depict it inside the MEDLIFE or outside MEDLIFE needs to be determined.

The data hub will be an authoritative source.  To be an authoritative source, DSCP will need to validate it and keep it current, which it can do using the methodology and algorithms being developed now by Comergent, which would be incorporated into MEDLIFE.   There is some concern about the workload and whether we keep the data cleansed without industry’s support.  DSCP wants a gold standard file of data from industry that can be brought in to the DoD Data Hub, where we then do the data cleansing and synchronization of all our trading partners and customers.   Our customers go out and buy something and realize that product identification is not the right one anymore, its going to change, so they give us feedback to change that data.  Or we go through data synchronization and cleansing process that indicates we’re going to have deficiencies.

COL Buchwald told the group:  If we put a circle around DoD Data Hub, MEDLIFE and the processes that fit MEDLIFE and put it all together, that’s what we want to accomplish.  

Diane Kincaid made the recommendation to do a high process model (wholesale and retail).  After the process model is completed, the next steps are to map to the activities.  Develop the OV-2, an operational node type 2 diagrams for DoD, that shows operationally, and then we can start looking at the systems.  The process model and the OV-2 can be finished by the end of the 30 days, depending upon everybody’s availability.  Through the modeling process, we will see where the data hub should be.

Recommendations:  Several recommendations were made throughout the meeting.  Those recommendations have been summarized in enclosure 3 of these minutes.  

Closing Comments:  COL Buchwald’s concluded the meeting by thanking everyone for coming.  He thought there was a good exchange of information.  He expressed the importance of focusing on the detail level and the need to bring it to a higher level.  He also told the group of the vital role each one plays, and that he hoped they all felt part of the process.  I’m glad we got together and I look forward to the next meeting, which is in September.  COL Erickson echoed COL Buchwald’s remarks.

The Meeting concluded at 1515.
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Enclosure 1

Recommendations

1.   SAIC add the missing level of packaging to the top 25 manufacturers hard errors reports that they currently provide to the DAPA team until DSCP-MRI is capable of performing the function “in-house”.  During Phase I, SAIC combine the hard errors and packaging errors into one letter that is sent from DAPA management to the DAPA holder, which will ensure data from the manufacturer is corrected.  This has the collateral benefit of DSCP helping the DAPA holder improve the validity of the records that DSCP has on their products.  This would require approval within DSCP DAPA.

ACTION:  SAIC/DSCP-MS

2.  The To-Be Phase 1 and the To-Be Phase 3 schematics updated to reflect the changes discussed during the meeting and available for review at the next meeting.  ACTION:  SAIC
3.  LTC Downs coordinate with Diane Kincaid to meet and create a high process model (wholesale and retail) within the next 30 days (meeting conducted prior to end of July 04).  Kathleen Garvin will be part of the meeting.  Other attendees to this meeting should include the people who are doing this process today with the application systems, at the retail and wholesale level.   Additional things to consider when creating the high process model are:

· Do we need the UDR if we get the federal catalog to be at DSCP and if that catalog is fully mature?

· What the Net Centric UDR is, where it should be within the architecture, and how it is envisioned to be used are some of the issues that need to be discussed, and will require a team be put together to study.  

   ACTION:  DSCP-MRI

4.  Reconvene the attendees to this meeting in September to go over the models that are developed.  Kathleen Garvin will coordinate the next group meeting, which is to be scheduled for a date after Labor Day.  Guidance when scheduling the meeting was as follows:

· Leadership would like to present the architecture at the  2nd MLPS, which is tentatively scheduled for Oct 04.  

· Need to be sensitive to the PV Gen III timelines

ACTION:  DSCP-M

5.  Following the announcement of the DSCP Data Synchronization contract award, there will be a post award conference for the contractor.  Kathleen Garvin will coordinate the meeting and publish an agenda. COL Erickson recommended appropriate representation at that conference, which COL Buchwald agreed with.  The conference will take place on 12 August at DSCP.  

ACTION:  DSCP-M
6.  Need a MEDSURG PV GEN III working group meeting to identify what’s needed in the PV Gen III contract to support retail and wholesale data sync requirements and any related data sync issues.  Attendees should focus on the detail requirements while the operational views are drawn up.  Lt Col Tillock will coordinate the meeting.   ACTION:  DSCP-MS
7.  The services have requested DSCP pass RMA data down to the UDR and DMLSS-R.  RMA data ties in the commercial product to the product of choice. RMA has a lot of the NSN data in it, but DSCP-MRI does not have that data populated down to MECA or to the retail customers.  ACTION:  DSCP-MRI
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